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Abstract

A monad can be seen as a special case of a graded monad. Effect-graded monads have been actively studied in recent years,
they provide semantics for effects, in the style of Moggi’s monadic calculus, where effects are explicitly tracked [1]. “Grading”
a monad with effects usually requires effect terms, the “gradations”, to have a monoidal structure. In practice, it is convenient to
consider a pomonoid, which gives a poset over the gradations. Meanwhile, in the recent work by one of the supervisors [2], it
is shown how the notion of “centre”, and more generally “centrality”, i.e., the property for an effect to commute with all other
effects, may be formulated for strong monads acting on symmetric monoidal categories. They characterize the existence of the
centre of a strong monad (some of which relate it to the premonoidal centre [3] of Power and Robinson) and more generally,
central submonads, which are necessarily commutative.

It was the question brought out by Flavien: what if we combine those two notions together and extend the centre notion from
normal monads to the graded case? This extension aims to explore a more general sense of centre. The answer is yes, to achieve
that, we need to first discuss the definitions on graded terms, most importantly the proper definition of morphisms between strong
graded monads. Although the graded Kleisli construction is already defined in [4] (which is required if we want to construct a
graded premonoidal centre), we have chosen not to go that path due to the extensive anticipated work which makes it unnecessary.
Instead, we give supplementary proofs for one of the main theorems in [2] to circumvent reliance on the properties of premonoidal
centre. Subsequently, we delve into the construction of centre of graded monads and central graded submonads.

SUMMERY (REQUIRED FOR MPRI REPORTS)

The general context

What is it about ? Where does it come from ? (See Abstract above)
What is the state of the art in this area ? (See Related Work II)

The research problem

What is the question that you studied ? Why is it important, what are the applications/consequences ? Is it a new problem
? If so, why are you the first researcher in the universe who consider it ? If not, why did you think that you could bring an
original contribution ? (See Introduction I)

Your contribution

What is your solution to the question described in the last paragraph ?
Be careful, do not give technical details, only rough ideas !
Pay a special attention to the description of the scientific approach. (See Introduction I)

Arguments supporting its validity

What is the evidence that your solution is a good solution ? Experiments ? Proofs ?
Comment the robustness of your solution: how does it rely/depend on the working assumptions ? (See Introduction I)

Summary and future work

What is next ? In which respect is your approach general ? What did your contribution bring to the area ? What should be
done now ? What is the good next question ? (See IX)

I. INTRODUCTION

The notion centre (or center) takes intuition from the centre of an algebraic object G. The general idea is that it is the
collection of elements of G, which commute with all of its elements. It is denoted Z(G), derived from the German term
Zentrum. The centre has been defined for various structures such as groups, monoids, and certain categories. This intuition
finds clear illustration in the case of centre Z(R) of a ring R, which is defined as the multiplicative subset consisting of all
elements s ∈ R, s.t. r · s = s · r holds true. This gives a property within a computational context, it means that the sequence
of evaluating two elements does not impact the overall computation. To engage with computational effects, the concept of
monads becomes essential.
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A monad is a structure similar to monoid, but lives in bicategory instead of a monoidal category. Actually, quoting from
Saunders Mac Lane [5] : A monad in category X is just a monoid in the category of endofunctors of X , with product x replaced
by composition of endofunctors and unit set by the identity endofunctor. Moggi demonstrated in [6], [7] that the monads give a
model of computational effects, which now has an important role in programming languages, especially functional ones such
as Haskell.

Now if evolve the ring to a graded ring, we have the concept of graded monads. Let (R,+, 0,×, 1) be a ring and N
be the additive monoid on natural numbers. An N -grading on R is an N -indexed family (Am)m∈N of Abelian groups s.t.
R =

⊕
m∈N Am and the following holds for all m,n ∈ N : {x × y | x ∈ Am, y ∈ An} ⊆ Am+n[4]. Graded monads keep

track of side effects with help of gradations, normally a monoidal category. In fact, it’s a more general notion – if we take the
gradations as terminal monoidal category 1, we obtain a normal monad.

To answer the question in summary: Is it a new problem ? If so, why are you the first researcher in the universe who
consider it ? [2] is the first time we know to talk about centre notion of endofunctor (monad), and construct computational
meaning base on this notion. This work is the first time we know discussing the centre notion of lax monoidal functor (graded
monad), which is a functor between different structures. Centre relies on commutativity, there is rarely any discussions so far
even on commutativity of graded monads, so I do think I’m the first in the universe who consider it.

My contributions are mainly in three parts:
• First, supplementary proof of one of the main Theorems of [2] 17 without using premonoidal centre. More specifically,

[2] introduces the centre of monads on a monoidal symmetric category, with help of the fact that central cone it defined
being an equivalent notion of central morphism via the premonoidal centre of [3]. The reason we need this proof is that,
the construction of premonoidal centre relies on Kleisli category, but that of graded monads is too complicated and loses
the point of using it. Since it is no longer trivial for the morphisms to be central, I have to prove them in V. Although
it is already a complicated proof, it still is the easiest way for the monadic structure constructions to be further extended
to graded case. With this proof, the centre notion on monads of [2] no longer depends on the central morphism defined
in [3].

• Then the proper graded definitions in IV: the graded monads on different gradations, the graded strength, properties on
graded co-strength. Most importantly, the Definition 10: commutativity of graded monad and Definition 11: morphisms
between strong graded monads. They are the foundations for the construction later, we had many attempts on these
definitions, majority of them did not work out. Although it has a relatively small partition within this report, is it one of
the most time-consuming parts in this internship.

• With the definitions above, I am able to present and prove our main Theorem 24. The construction on the monadic part is
necessarily similar to [2], by the fact that they are both functors (one being endofunctors and another being lax monoidal
functors). However, it is not at all as easy as just adding the gradations and gradings, since now it is a functor between
different structures. New lemmas, theorems, propositions on the new definitions need to be checked and proved, e.g.
definition of a graded monad is very different from a normal monad. Furthermore, this theorem leads to a full notion of
the central graded submonads. As the examples I give in VII-A, this notion shows great potential in computations.

II. RELATED WORK

This internship takes intuitions from works of the supervisors [2] and [8]. In fact, for the construction on monadic part of
the centre of graded monads, it is necessary to use similar constructions as in [2], including the similar theorems, definition
of graded central cone, and proof strategy of the main Theorem V. Another related work concerning the monadic part is [3],
they give the central morphism and premonoidal centre. Nonetheless, our approach in this part has no connection with that as
we deliberately avoid the utilization of Kleisli constructions.

To construct the centre, we have to first study commutativity. [9] describes a general framework for commutativity based
on enriched category theory, and preprint [10] gives definition of commutative graded monads, and it is as far as I know the
only work yet discussing commutativity of graded monads. However, its definition relies on their previous work of suspension
of a monoidal category.

For the gradation part, [8] defined graded monads as lax monoidal functors between skew monoidal categories, which is
more general than those between monoidal categories due to less monoidal property requires, and defined the morphisms
between them. It exceeds the scope of our work since our focus so far being monoid graded monads on monoidal category,
but it is where we draw inspiration for the definition of the morphisms between strong graded monads. While other definitions
exist for morphisms between graded monads, many of them lack the required generality to be applicable to our context. For
example [11] gives morphisms and transfers between graded monads that are graded by same category. But they do not give the
definition of strong graded monads, nor the morphisms between different gradations. Our construction of morphism between
strong graded monads in Definition 11 is novel and the only work I know so far using homomorphism between gradations.

III. BACKGROUND

A. Monoids and Monads
Here we recall the definition of a monoid, with which we can introduce the notion of a monad.
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Definition 1 (Monoids and Homomorphisms between Monoids). A monoid (M, i, ∗) is a set M together with a binary operation
M ×M → M denote as ∗, and neutral element i, s.t. for all x, y, z ∈ M :

• Associative law : (x ∗ y) ∗ z = x ∗ (y ∗ z);
• Left and right unit laws: i ∗ x = x = x ∗ i.
Given two monoids (M, i, ∗) and (M ′, i′,⊛), a monoid homomorphism ϕ : M → M ′ between them is a map that preserves

∗ operation and i s.t.:

• ϕi = i′,
• ϕ(x ∗ y) = ϕx′ ⊛ ϕy′.

Assuming the reader’s familiarity with the concept of a category, a monad can be understood as a monoid in the category
of endofunctors. The term “monad” originates from the fusion of “monoid” and “triad”, signifying its nature as both a triple
(consisting of one functor and two transformations) and a monoidic structure. The definition of a monad can be formulated
by substituting the associative and unit laws:

Definition 2 (Monad). Given a category C, a monad is an endofunctor T : C → C equipped with two natural transformations:

• The unit η : Id ⇒ T
• The multiplication µ : T 2 ⇒ T

s.t. the following diagrams commute:

T 3X T 2X

T 2X T X

T µX

µT X

µX

µX

T X T 2X

T 2X T X

ηT X

T ηX

µX

µX

B. Monoidal Category, Strong and Commutative Monads

Recall the definition of a monoidal category:

Definition 3 (Monoidal Category). A monoidal category C : (C,⊗, I, α, λ, ρ) is a category equipped with a monoidal structure,
defined as:

• The monoidal product or tensor product, which is a bifunctor ⊗ : C×C → C;
• The monoidal unit, unit object, or identity object I;
• Three natural isomorphisms:

– The assosiator αW,X,Y : W ⊗ (X ⊗ Y ) ∼= (W ⊗X)⊗ Y ;
– The left unitor λX : I ⊗X ∼= X and right unitor ρX : X ⊗ I ∼= X;

s.t. the following diagrams expressing the coherence conditions commute:

V ⊗ (W ⊗ (X ⊗ Y ))

V ⊗ (W ⊗X)⊗ Y ))

(V ⊗W )⊗ (X ⊗ Y ) ((V ⊗W )⊗X)⊗ Y

(V ⊗ (W ⊗X))⊗ Y

X ⊗ (I ⊗ Y ) (X ⊗ I)⊗ Y

X ⊗ Y

αV,W,X⊗Y αV⊗W,X,Y

V ⊗ αW,X,Y αV,W,X ⊗ Y

αV,W⊗X,Y

αX,I,Y

X ⊗ λY ρX ⊗ Y

The next diagrams in this subsection are directly from [2].
Next, we introduce an additional structure, the monadic strength, which requires that the basic category to be a monoidal

category. It ensures that the monad interacts appropriately with the monoidal structure of the base category. It was discovered
in [2] to be the main object of study in terms of the commutativity and construction of the centre.
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Definition 4 (Strong Monad). Given a monoidal category C : (C,⊗, I, α, λ, ρ), a strong monad is a monad (T , η, µ) equipped
with a natural transformation, strength, τX,Y : X ⊗ T Y → T (X ⊗ Y ), s.t. for all objects X,Y in C, the following diagrams
commute:

I ⊗ T X T (I ⊗X)

T X

λT X

τI,X

T λX

(W ⊗X)⊗ T Y

W ⊗ (X ⊗ T Y ) W ⊗ T (X ⊗ Y ) T (W ⊗ (X ⊗ Y ))

T ((W ⊗X)⊗ Y )
τW⊗X,Y

T αW,X,Y

W ⊗ τX,Y τW,X⊗Y

αW,X,T Y

X ⊗ Y X ⊗ T Y

T (X ⊗ Y )

ηX⊗Y

X ⊗ ηY

τX,Y

X ⊗ T 2Y T (X ⊗ T Y ) T 2(X ⊗ Y )

X ⊗ T Y T (X ⊗ Y )

X ⊗ µY

τX,T Y T τX,Y

µX⊗Y

τX,Y

We can now introduce the definition of a commutative monad, which enjoys stronger coherence properties than a strong
monad.

Before that we also need a notion of costrength. Given a symmetric monoidal category (C,⊗, I, γ), for all objects X,Y in
C, the costrength τ ′X,Y : T X ⊗ Y → T (X ⊗ Y ) is defined as τ ′X,Y

def
= T (γY,X) ◦ τY,X ◦ γT X,Y .

Definition 5 (Commutative Monad). Let (T , η, µ, τ) be a strong monad on a symmetric monoidal category (C,⊗, I, γ). Then,
T is said to be commutative if the following diagram commutes for all objects X,Y in C:

T X ⊗ T Y T (T X ⊗ Y ) T 2(X ⊗ Y )

T (X ⊗ T Y ) T 2(X ⊗ Y ) T (X ⊗ Y )

τT X,Y T τ ′X,Y

µX⊗Yτ ′X,T Y

T τX,Y µX⊗Y

Then we define a morphism of strong monads:

Definition 6 (Morphism of Strong Monads [12]). Given two strong monads (T , ηT , µT , τT ) and (P, ηP , µP , τP) over a
category C, then a morphism of strong monads is a natural transformation ι : T ⇒ P that makes the following diagrams
commute:

X

T X PX

T 2X PT X P2X

T X PX

ηTX ηPX

ιX

ιT X PιX

µT
X µP

X

ιX

X ⊗ T Y

T (X ⊗ Y )

X ⊗ PY

P(X ⊗ Y )

τTX,Y τPX,Y

X ⊗ ιY

ιX⊗Y
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Strong monads over C and the strong monad morphisms form a category StrMnd(C). We call T a strong submonad of
P and ι a submonad morphism, if ι is a monomorphism in StrMnd(C).

We omit the Kleisli structure and premonoidal structure of strong monads. Although they are essential for the construction
of centre notion and theorem 17 in [2], we do not use them on graded monads.

IV. NEW DEFINITIONS ON GRADED MONADS

In the beginning of the internship, we approached the problem by considering a special instance of graded monad which is
a strict monoidal functor to the bicategory. However, we later proved the results on the lax monoidal functor which is a full
version of graded monad. Hence, only the full version of graded monads is introduced in this report.

The definitions of grade monads vary noticeably from each other and could potentially lead to confusion, if not being careful
with the selection of gradations. Given this circumstance, it’s necessary to discuss them before going further.

A. Discussion on Definitions of Graded Monads

To be able to operate multiplication on the gradations, most of the discussions on graded monads consider monoidal category
as gradations, instead of any category. In fact, we can even consider a skew monoidal category [8].

Throughout this work, we choose to use the monoid graded monads for the centre construction of graded monads. This
choice is driven by the fact that monoid is the one of the simplest monoidal structures which has a known centre. More
complex gradations, for example as a monoidal category, pomonoid, or even skew monoidal category, could be left for future
work base on this construction.

Definition 7 (Monoid Graded Monads). Let G : (G, i, ∗) be a monoid. A G-graded monad on a category C (not necessary
monoidal) is:

• for any a ∈ G, a functor
a

T : C → C;

• a natural transformation η : Id →
i

T ;

• for any a, b ∈ G, a natural transformation µa,b :
a

T ·
b

T →
a∗b
T , (the · here is functor composition, and we can omit the

gradations on µ for convenience);

s.t. the following diagrams commute:

a

T · (
b

T ·
c

T ) (
a

T ·
b

T ) ·
c

T
a∗b
T ·

c

T

a

T ·
b∗c
T

a∗(b∗c)
T

(a∗b)∗c
T

µa,b ·
c

T

µa∗b,ca

T · µb,c

µa,b∗c

Id ·
a

T
i

T ·
a

T

a

T
i∗a
T

a

T · Id
a

T ·
i

T

a

T
a∗i
T

η ·
a

T

µi,a

a

T · η

µa,i

In short, a graded monad on C is a lax monoidal functor as a discrete monoidal category from the category of gradations
(this time the monoid G) to the endofunctor category of C, ([C,C], IdC, ·):

(G, i, ∗) → ([C,C], IdC, ·).

Note that the IdC here is the identity in category C.
There also exists different definitions of graded monads depending on the perspective. For instance, in Appendix Definition

30, we can choose an ordered grading which correspond to a thin category on pomonoid as gradations. Grading with a pomonoid
is more general than monoid, one can see monoid as a special instance of pomonoid wherein the order is trivial, and its ordered
structure is very useful in computational aspect.
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B. New Definitions on Graded Monads

Definition 8 (Strong Graded Monad). Let G : (G, i, ∗) be a monoid. A strong G-graded monad over a monoidal category

(C,⊗, I, α, λ, ρ) is a G-graded monad (T , η, µ) equipped with a family of natural transformations
a
τX,Y : X⊗

a

T Y →
a

T (X⊗Y )
indexed by elements in G (index of τ can be omitted because it always stays same with T ), called graded strength, s.t. for
any object b in G and objects X,Y in C, the following diagrams commute:

I ⊗
a

T X
a

T (I ⊗X)

a

T X

λ a
T X

τI,X

a

T λX

(W ⊗X)⊗
a

T Y

W ⊗ (X ⊗
a

T Y ) W ⊗
a

T (X ⊗ Y )
a

T (W ⊗ (X ⊗ Y ))

a

T ((W ⊗X)⊗ Y )
τW⊗X,Y

a

T αW,X,Y

W ⊗ τX,Y τW,X⊗Y

α
W,X,

a
T Y

X ⊗ Y X ⊗
i

T Y

i

T (X ⊗ Y )

ηX⊗Y

X ⊗ ηY

τX,Y

X ⊗ (
a

T ·
b

T Y )
a

T (X ⊗
b

T Y )
a

T ·
b

T (X ⊗ Y )

X ⊗
a∗b
T Y

a∗b
T (X ⊗ Y )

X ⊗ µa,b
Y

τ
X,

b
T Y

a

T τX,Y

µa,b
X⊗Y

τX,Y

Similar to normal monad, we can define the G-graded costrength
a

τ ′X,Y :
a

T X⊗Y →
a

T (X⊗Y ) of G-graded T on a symmetric

monoidal category (C,⊗, I, γ) as τ ′X,Y
def
=

a

T (γY,X) ◦ τY,X ◦ γ a
T X,Y

. We also omit the gradations on it for convenience.

Proposition 9 (Coherence Properties of costrength). For all elements a, b in G, X,Y in C, the following diagrams commute:

a

T X ⊗ I
a

T (X ⊗ I)

a

T X

ρ a
T X

τ ′X,I

a

T ρX

a

T W ⊗ (X ⊗ Y )

(
a

T W ⊗X)⊗ Y
a

T (W ⊗X)⊗ Y
a

T ((W ⊗X)⊗ Y )

a

T (W ⊗ (X ⊗ Y ))

τ ′W,X⊗Y

a

T αW,X,Y

τ ′W,X ⊗ Y τ ′W⊗X,Y

α a
T W,X,Y

X ⊗ Y
i

T X ⊗ Y

i

T (X ⊗ Y )

ηX⊗Y

ηX ⊗ Y

τ ′X,Y

(
a

T ·
b

T X)⊗ Y
a

T (
b

T X ⊗ Y )
a

T ·
b

T (X ⊗ Y )

a∗b
T X ⊗ Y

a∗b
T (X ⊗ Y )

µa,b
X ⊗ Y

τ ′b
T X,Y

a

T τ ′X,Y

µa,b
X⊗Y

τ ′X,Y

Proof. Only η and µ part of this proposition is going to be used in the proofs later, hence we only give proofs on those two
parts, the rest could be proved in a similar way.



7

The proof of η :

X ⊗ Y
i

T X ⊗ Y

ηX⊗Y

ηX ⊗ Y

τ ′X,Y

X ⊗ Y
i

T (X ⊗ Y )

Y ⊗X Y ⊗
i

T X

i

T (Y ⊗X)

(1)

(2)
(3)

(5)

(4)

γX,Y

γY,X

Y ⊗ ηX

ηY⊗X
τY,X

i

T γX,Y

γ i
T X,Y

(1) γ is natural; (2) γX,Y ; γY,X = id; (3) definition of τ ; (4) definition of τ ′; and (5) η and γ are natural.
µ :

(
a

T ·
b

T X)⊗ Y
a

T (
b

T X ⊗ Y )
a

T ·
b

T (X ⊗ Y )

a∗b
T X ⊗ Y

a∗b
T (X ⊗ Y )

X ⊗ µa,b
Y

τ ′b
T X,Y

b

T τ ′X,Y

µa,b
X⊗Y

τ ′X,Y

Y ⊗ (
a

T ·
b

T X)
a

T (Y ⊗
b

T X)
a

T ·
b

T (Y ⊗X)

Y ⊗
a∗b
T X

a∗b
T (Y ⊗X)

τ
Y,

b
T X

b

T τY,X

a

T ·
b

T γY,X
γ a
T ·

b
T X,Y

γa∗b
T X,Y

Y ⊗ µa,b
X

τY,X

µa,b
Y⊗X

a∗b
T γY,X

a

T γ b
T X,Y(1) (2)

(3)
(4) (5)

(6)

(1) fact that
a

T γ b
T X,Y

=
a

T γ−1

Y,
b
T X

, and definition of τ ′; (2)
a

T is a functor and definition of τ ′; (3) γ is natural; (4) definition

of strength; (5) µa,b
X⊗Y and γ are natural and (6) definition of τ ′.

With graded strength and costrengh, we can then define commutative in the graded monad case.

Definition 10 (Commutative Graded Monad). Let G : (G, i, ∗) be a commutative monoid. Let (T , η, µ, τ) be a strong G-graded
monad on a symmetric monoidal category (C,⊗, I, γ). Then, T is said to be commutative if for any a, b ∈ G, and any object
X,Y ∈ C, the following diagram commutes:

a

T X ⊗
b

T Y
b

T (
a

T X ⊗ Y )
b

T ·
a

T (X ⊗ Y )

a

T (X ⊗
b

T Y )
a

T ·
b

T (X ⊗ Y )
a∗b
T (X ⊗ Y )

τ a
T X,Y

b

T τ ′X,Y

µb,a
X⊗Y

τ ′
X,

b
T Y

a

T τX,Y
µa,b
X⊗Y

b∗a
T (X ⊗ Y )



8

C. Discussion on Morphisms between Graded Monads

One of the major challenges of this internship is to figure out a proper definition of the morphisms between strong graded
monads. This task is of paramount importance as it underpins subsequent constructions for the later constructions on the centre.
We spent weeks discussing and refining this part. It is a complex and delicate problem and requires a lot of attempts and
works in the detail. While we explored certain scenarios that appeared more intricate, it eventually turns out to be simpler.

Intuitionally this morphism between strong graded monads is needed as the relation between the centre of the strong graded
monad and the original strong graded monad, also essential for the construction of the graded submonad. To achieve the
construction of such a morphism, we need morphisms from both gradations and the strong monads. The morphisms between
strong monads are already provided in Definition 6, the remaining task involves selecting and defining the appropriate morphisms
between gradations.

In our initial attempt, we began the internship by considering the gradations enjoy equalities. However, it has come to our
understanding that the morphism between the graded monads should not be treated as a strict functor, as initially presumed.
Rather, it should be a lax functor, as explained in [8].

Subsequently, I tried to use the morphisms between different monoids from the same monoidal category, as outlined in https:
//en.wikipedia.org/wiki/Monoid (category theory). However, the gradations of this approach are different kinds of monoids
(the monoids we use in this work for gradations are general monoids, not monoids in monoidal category), which raised new
problems:

• Whether a centre could be constructed on the monoids of monoidal category remains uncertain, hence unsuitable for the
later construction of the centre on gradations.

• It leaves more relations undefined, for example the proper definition of the arrow
ϕa∗ϕb
P →

ϕ(a∗b)
P is unknown.

• It still does not solve the problem when two gradations could be coming from different categories, e.g. have different i
and ∗.

Finally, with help of Vladimir, I realize that we could define a homomorphism between monoids, as given in Definition 1.
This approach solves the problem immediately.

Definition 11 (Morphism between Strong Graded Monads). Let G and G′ be two monoids G : (G, i, ∗),G′ : (G′, i′,⊛). Let
(T , ηT , µT , τT ) be a G-graded strong monad and (P, ηP , µP , τP) a G′-graded strong monad over a symmetric monoidal
category C : (C,⊗, I, γ).

Then a morphism of strong graded monads is a family of natural transformations between two graded monads together with

• A monoid homomorphism as in Definition 1 from G to G′ : ϕ : G → G′,

• A family of natural transformations between two endofunctors
a
ι :

a

T ⇒
ϕa

P indexed by the elements of G, 1

s.t. for all a, b in G and X,Y in C, the following diagrams commute:

X

i

T X

ϕi

PX

a

T ·
b

T X
ϕa

P ·
b

T X
ϕa

P ·
ϕb

PX

a∗b
T X

ϕ(a∗b)
P X

ηTX ηPX

ιX ι b
T X

ϕa

P ιX

µT
X µP

X

ιX

X ⊗
a

T Y

a

T (X ⊗ Y )

X ⊗
ϕa

PY

ϕa

P (X ⊗ Y )

τTX,Y τPX,Y

X ⊗ ιY

ιX⊗Y
i′

PX

ϕa⊛ϕb

P X

The subtlety for this morphism is to explain the relations between
i′

P ,
ϕi

P and
ϕa⊛ϕb

P ,
ϕ(a∗b)
P , which turn out to be equalities

due to the monoid homomorphism: ϕi = i′ and ϕ(a ∗ b) = ϕa ⊛ ϕb. From those equalities we can get
ϕi

PX =
i′

PX and
ϕ(a∗b)
P X =

ϕa⊛ϕb

P X .

1The index of ι is omitted for convenience because it always stays same with the left element of the arrow.

https://en.wikipedia.org/wiki/Monoid_(category_theory)
https://en.wikipedia.org/wiki/Monoid_(category_theory)
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V. THE CENTRE OF A STRONG MONAD

In the first half of this section, we will provide a concise overview of the construction of centre of a strong monad, as
detailed in [2], by the novel notion of central cone, as well as its relation with premonoidal centre. In the second half, I give
my supplementary proof for theorem 17, without using proposition 14.

First, we construct the centre for any (necessarily strong) monad on Set, which is a special case of the general case.

Definition 12 (Centre on Set [2]). Given a strong monad (T , η, µ, τ) on Set with right strength τ ′, we say that the centre
of T at X , written ZX , is the set

ZX
def
= {t ∈ T X | ∀Y ∈ Ob(Set),∀s ∈ T Y, µ(T τ ′(τ(t, s))) = µ(T τ(τ ′(t, s)))}.

We write ιX : ZX ⊆ T X for the indicated subset inclusion.

In other words, the centre of T at X is the subset of T X which contains all monadic elements for which (5) holds when
the set X is fixed and the set Y ranges over all sets.

Throughout the remainder of the section, we assume we are given a symmetric monoidal category (C,⊗, I, α, λ, ρ, γ) with
an inverse operation of α as α−1, and a strong monad (T , η, µ, τ) on it with right strength τ ′.

In Set, the centre is defined through the subsets of T X which only contain elements that satisfy 5. However, to get the
subojects for C an arbitrary symmetric monoidal category is not so obvious. In this case, [2] gives definition of a central cone:

Definition 13 (Central Cone [2]). Let X be an object of C. A central cone of T at X is given by a pair (Z, ι) of an object
Z and a morphism ι : Z → T X, s.t. for any object Y, the following diagram commutes:

Z ⊗ T Y T X ⊗ T Y T (X ⊗ T Y )

T 2(X ⊗ Y )

T (X ⊗ Y )

T X ⊗ T Y

T (T X ⊗ Y ) T 2(X ⊗ Y )

ι⊗ T Y τ ′X,T Y

T τX,Y

µX⊗Y

ι⊗ T Y

τT X,Y

T τ ′X,Y µX⊗Y

If (Z, ι) and (Z ′, ι′) are two central cones of T at X , then a morphism of central cones φ : (Z ′, ι′) → (Z, ι) is a morphism
φ : Z ′ → Z, such that ι ◦ φ = ι′. Thus, central cones of T at X form a category. A terminal central cone of T at X is a
central cone (Z, ι) for T at X , such that for any central cone (Z ′, ι′) of T at X , there exists a unique morphism of central
cones φ : (Z ′, ι′) → (Z, ι). In other words, it is the terminal object in the category of central cones of T at X .

In particular, Definition 12 gives a terminal central cone for the special case of monads on Set.
The authors show that central cones from [2] and central morphisms from [3] are equivalent notions by proving the proposition

below:

Proposition 14. [2] Let f : X → T Y be a morphism in C. The pair (X, f) is a central cone of T at Y iff f is central in
CT in the premonoidal sense (Definition 36).

Proposition 15 (Uniqueness). If a terminal central cone for T at X exists, then it is unique up to a unique isomorphism of
central cones. Also, one can easily prove that if (Z, ι) is a terminal central cone, then ι is a monomorphism.

Definition 16 (Centralisable Monad [2]). We say that the monad T is centralisable if, for any object X , a terminal central
cone of T at X exists. In this situation, we write (ZX, ιX) for the terminal central cone of T at X .

The next theorem is one of the main theorems of [2], it shows that terminal central cones of a centralisable monad T induce
a commutative submonad Z of T .

Theorem 17 (Centre [2]). If the monad T is centralisable, then the assignment Z(−) extends to a commutative monad
(Z, ηZ , µZ , τZ) on C, as the centre of T . Moreover, Z is a commutative submonad of T and the morphisms ιX : ZX → T X
constitute a monomorphism of strong monads ι : Z ⇒ T (ι from Definition 6).

The original proof in [2] uses proposition 14 which can adapt the premonoidal centre properties to immediately show that
the ηZ , µZ and τZ are central. Without those notions, we need to prove that they exist and are unique.

I here give the proof to this part of the theorem:
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Proof of Theorem 17. This proof has three parts.
First we prove Z is a functor; next we give its monad structure and prove it, by showing all of its morphisms exist and are

unique (where I give my proof), and are also natural; last we prove that Z is a strong and commutative monad.
First part is necessary similar as the one in [2], see C1
Second part:
Then we define its monad structure and prove its morphisms exist and are unique.
Definition of the monadic unit ηZX :

X

T X

ZX

ηX ιX

ηZX

The original proof is very simple: ηZX is central because it is the identity morphism in Z(CT ), thus it factors through ιX to
define ηZX .

Without the central notion from [3], we need to prove that ηZX exists and is unique.
By Definition 13, the universal property of terminal central cone indicates that, for any central cone, there exists a unique

morphism of central cones to Z , hence we need to prove that all other arrows in this definition form central cones.
What’s left is that ηX forms a central cone, it is proved by the following diagram:

X ⊗ T Y T X ⊗ T Y T (X ⊗ T Y )

T 2(X ⊗ Y )

T (X ⊗ Y )

T X ⊗ T Y

T (T X ⊗ Y ) T 2(X ⊗ Y )

ηX ⊗ T Y τ ′X,T Y

T τX,Y

µX⊗Y

ηX ⊗ T Y

τT X,Y

T τ ′X,Y µX⊗Y

T (X ⊗ Y )

ηX⊗T YτX,Y

T (ηX ⊗ Y )

T ηX
id

ηT (X⊗Y )

(1)

(2)

(3)

(4)(5)

(6)

(1) η property of graded co-strength as proofed before (take normal monad as special case of graded monad); (2) η and τ are
natural; (3),(4) definition of monad; (5) T is a functor with η property of co-strength, and (6) τ is natural.

Next, definition of multiplication µZ
X :

Z2X

T ZX T 2X T X

ZX
µZ
X

T ιX µX

ιZX ιX

The original proof is also simple: by definition, µX ◦ T ιX ◦ ιZX = ιX ⊙ ιZX , where (−⊙−) indicates Kleisli composition.
Since ι is central and Kleisli composition preserves central morphisms, it follows that this morphism factors through ιX .

Without using the central notion from [3], we need to prove that µZ
X exists and is unique.

By Definition 13, the universal property of terminal central cone indicates that, for any central cone, there exists a unique
morphism of central cones to Z , hence we need to prove that all other arrows in this definition form central cones.
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What’s left is that µX ◦ TιX ◦ ιZX forms a central cone, it is proved by the following diagram:

Z2X ⊗ T Y T X ⊗ T Y T (X ⊗ T Y )

T 2(X ⊗ Y )

T (X ⊗ Y )

T X ⊗ T Y

T (T X ⊗ Y ) T 2(X ⊗ Y )

ιZX ⊗ T Y τ ′X,T Y

T τX,Y

µX⊗Y

ιZX ⊗ T Y

τT X,Y

T τ ′X,Y µX⊗Y

T ZX ⊗ T Y T 2X ⊗ T Y

T ZX ⊗ T Y

T 2X ⊗ T Y

T (T ZX ⊗ Y ) T 2(ZX ⊗ Y ) T (ZX ⊗ Y )

T (ZX ⊗ T Y )

T 2(ZX ⊗ Y )

T (T 2X ⊗ Y ) T 2(T X ⊗ Y )

T 3(X ⊗ Y )

T (T X ⊗ T Y ) T 2(X ⊗ T Y )

T (T X ⊗ T Y )

T (T X ⊗ Y )

T 2(X ⊗ Y )

T 2(T X ⊗ Y ) T 3(X ⊗ Y ) T 2(X ⊗ Y )

T 3(X ⊗ Y )

(1)

(2) (3)

(6)(5)

(7)

(11)

(12)

(13)

(4)

(16)

(17)

(10)(9)(8)

(14)

(15)

TιX ⊗ T Y µX ⊗ T Y

τ ′ZX,T Y

T τZX,Y

µZX,Y

T 2(ιX ⊗ Y )

T (ιX ⊗ T Y )

T (ιX ⊗ T Y )

τ ′T X,T Y µX⊗T Y

T 2τX,Y

T µX⊗Y

µT (X⊗Y )

µX⊗Y

µX⊗Y

µT (X⊗Y )

T 2τ ′X,Y

µT X⊗Y

T τ ′X,Y

µT X⊗Y

µZX,Y
T τ ′ZX,Y

τT ZX,T Y

T (T ιX ⊗ Y ) T 2(ιX ⊗ Y )

T τ ′T X,Y
τT 2X,Y

µT (X⊗Y )

T µX⊗Y

T 2τ ′X,Y

µX ⊗ T Y

TιX ⊗ T Y

T (µT X ⊗ Y )

T µX⊗Y

T (τT X,Y )

T (τ ′X,T Y )

T (ιX ⊗ Y )

(1) ιZX is central; (2) τ ′ and ιX are natural; (3) proposition 9, µ property of graded co-strength (take normal monad as special
case of graded monad); (4) µ and τ are natural; (5) T is a functor and τ , ιX are natural; (6) T is a functor and ιX is central;
(7) µ and ιX are natural; (8) τ and ιX are natural; (9) T is a functor and τ ′, ιX are natural; (10) µ and ιX are natural; (11)
µ and τ ′ are natural; (12),(13) and (17) definition of monad; (14) µ and τ are natural; (15) T is a functor and proposition 9,
µ property of graded co-strength, and (16) µ and τ ′ are natural;

Last, definition of the strength τZX,Y :

W ⊗ZX Z(W ⊗X)

W ⊗ T X T (W ⊗X)

W ⊗ ιX ιW⊗X

τZW,X

τW,X

The original proof is that, by definition, τA,B ◦ (A ⊗ ιB) = A ⊗r ιB . Central morphisms are preserved by the premonoidal
products.

Without using the central notion from [3], we need to prove that µZ
X exists and is unique.

By Definition 13, the universal property of terminal central cone indicates that, for any central cone, there exists a unique
morphism of central cones to Z , hence we need to prove that all other arrows in this definition form central cones.
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What’s left is that τW,X ◦ (W ⊗ ιX) forms a central cone, it is proved by the following diagram:

W ⊗ (ZX ⊗ T Y ) W ⊗ (T X ⊗ T Y ) W ⊗ T (X ⊗ T Y )

W ⊗ T 2(X ⊗ Y )

W ⊗ T (X ⊗ Y )

W ⊗ (T X ⊗ T Y )

W ⊗ T (T X ⊗ Y ) W ⊗ T 2(X ⊗ Y )

W ⊗ (ιX ⊗ T Y ) W ⊗ τ ′X,T Y

W ⊗ T τX,Y

W ⊗ µX⊗Y

W ⊗ (ιX ⊗ T Y )

W ⊗ τT X,Y

W ⊗ T τ ′X,Y W ⊗ µX⊗Y

T (W ⊗ (X ⊗ T Y ))

T 2(W ⊗ (X ⊗ Y ))

T (W ⊗ T (X ⊗ Y ))

T (W ⊗ (T X ⊗ Y )) T (W ⊗ T (X ⊗ Y ))

(W ⊗ T X)⊗ T Y(W ⊗ZX)⊗ T Y

(W ⊗ T X)⊗ T Y

T (W ⊗X)⊗ T Y T ((W ⊗X)⊗ T Y )

T (W ⊗X)⊗ T Y

T (T (W ⊗X)⊗ Y )

T ((W ⊗ T X)⊗ Y )

T 2(W ⊗ (X ⊗ Y ))

T (W ⊗ (X ⊗ Y ))

T 2((W ⊗X)⊗ Y ) T ((W ⊗ X)⊗ Y )

T 2((W ⊗X)⊗ Y )

(W ⊗ ιX)⊗ T Y τW,X ⊗ T Y τ ′W⊗X,T Y

T τW⊗X,Y

µ(W⊗X)⊗Y

(W ⊗ ιX)⊗ T Y

τW,X ⊗ T Y

τT (W⊗X),Y

T τ ′W⊗X,Y

αW,ZX,T Y

αW,T X,T Y

τW⊗T X,Y

T (τW,X ⊗ Y )

T αW,T X,Y

T (W ⊗ τ ′X,Y )

τW,T X⊗Y τW,T (X⊗Y )

T τW,X⊗Y

T 2α−1
W,X,Y

τW,X⊗Y

τW,X⊗T Y

τW,T (X⊗Y )

µW⊗(X⊗Y )

µW⊗(X⊗Y )

µ(W⊗X)⊗Y

T α−1
W,X,Y

T 2α−1
W,X,Y

T α−1
W,X,T Y

T (W ⊗ τX,Y )

T τW,X⊗Y

αW,T X,T Y(1) (2)

(3)

(4)

(5)

(11)

(6)

(12)

(10)

(14)

(9)

(13)

(7)

(8)

(1), (3) α, ιX are natural; (2) lemma 34; (4) ιX is central; (5), (7) τ is natural; (6) T is a functor, α ◦ α−1 = id, definition
on strength; (8), (10), (11) definition of strength; (9) τ , τ ′ are natural; (12), (14) µ and α−1 are natural; (13) T is a functor,
lemma 34.

The last three definitions are exactly those of a morphism of strong monads (see Definition 6).
The rest of the proof is also necessarily similar as that of [2], see C2.

This theorem shows that centralisable monads always induce a canonical commutative submonad.
Furthermore, [2] introduces the notion of centralisable submonad, which is a commutative submonad of a centralisable

monad. In this work we extend it in graded monads in VIII, first we need to construct the centre notion on (strong) graded
monad.

VI. THE CENTRE OF A STRONG GRADED MONAD

As already seen in III, given a category C, a monad is an endofunctor T : C → C, meanwhile a monoid G-graded
monad on C is a lax monoidal functor as a discrete monoidal category from the monoid G to endofunctor category of C :
(G, i, ∗) → ([C,C], IdC, ·).

We can get the intuition that the construction of the centre of a strong graded monad would be involving the constructions
not only on the lax monoidal functor, which is the monadic structure, but also on the gradation G, and the relation between
them, by using the morphism between monoid graded strong monads defined in Definition 11.

Let’s revisit the centre of a monoid, the centre is defined as the set of all those elements that commute with all other
elements:

Definition 18 (Centre of a monoid). Given a monoid G : (G, i, ∗), we say the centre of the monoid, written Z(G), is

Z(G) def
= {a ∈ G| ∀b ∈ G, a ∗ b = b ∗ a}

Moreover, Z(G) is a submonoid of G which G ⊆ G′.

Remark 19 (Remark on Gradations of the Centre). Throughout the rest of this report, we consider the most common case:
the gradation of the centre of the graded monad being the centre of the original gradation. Let monoid G : (G, i, ∗) be the
gradation of the centre, and G′ : (G′, i′,⊛) be that of the original. G is the subset of G′, now the homomorphism ϕ defined
in Definition 11 between gradations becomes subset inclusion G ⊆ G′, i, ∗ are the same as i′,⊛, and ϕa is just a. 2

Next we give the centre on strong graded monads on Set.

Definition 20 (Graded Centre in Set). Let monoid G : (G, i, ∗) be the centre of monoid G′ : (G′, i′,⊛), and a strong G′-graded
monad (T , η, µ, τ) on Set with a family of right strength τ ′ indexed by elements of G′.

2However, in this report, we keep using i′, ⊛ and ϕa even though they are actually the same as i, ∗ and a, for better tracking of the origin of the gradations,
also for convenience of further more complicated cases, e.g. the G could also be a monoid which is homomorphic to some submonoid of G′.
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Take an arbitrary a ∈ G, we say that the G-graded centre of T at (a,X), written
a

ZX , is the set

a

ZX
def
= {t ∈

ϕa

T X | ∀b′ ∈ G′,∀Y ∈ Ob(Set),∀s ∈
ϕa

T Y, µ(
ϕa

T τ ′(τ(t, s))) = µ(
b′

T τ(τ ′(t, s)))}.

We write
a
ιX :

a

ZX ⊆
ϕa

T X for the indicated subset inclusion. 3

Now the centre of a strong G′-graded monad T on Set at X is a family of subsets of G′-graded T X indexed by elements
of G, which contains all monadic elements for which Definition 10 holds when X is fixed, for all elements of G′ and Y ranges
over all sets.

For the rest of this section, we assume C is a symmetric monoidal category, V,W,X, Y are objects in C; monoid G : (G, i, ∗)
be the centre of monoid G′ : (G′, i′,⊛), T is graded by monoid G′ over C; a, b, c are elements in G and a′, b′, c′ are elements
in G′.

To extend it from Set to categories, we introduce the graded central cone:

Definition 21 (Graded Central Cone). Let X be an object of C and a ∈ G. A graded central cone of G′-graded T at (a,X),

is given by a pair (Z, ι) of object Z and a morphism ι : Z →
ϕa

T X , s.t. for any object Y in C and any b′ ∈ G′, the following
diagram commutes:

Z ⊗
b′

T Y
ϕa

T X ⊗
b′

T Y
ϕa

T (X ⊗
b′

T Y )

ϕa

T ·
b′

T (X ⊗ Y )

b′⊛ϕa

T (X ⊗ Y )

ϕa

T X ⊗
b′

T Y

b′

T (
ϕa

T X ⊗ Y )
b′

T ·
ϕa

T (X ⊗ Y )

ι⊗
b′

T Y
τ ′

X,
b′
T Y

ϕa

T τX,Y

µϕa,b′

X⊗Y

ι⊗
b′

T Y

τϕa

T X,Y

b′

T τ ′X,Y
µb′,ϕa
X⊗Y

ϕa⊛b′

T (X ⊗ Y )

Given (Z ′, ι′) and (Z, ι) two graded central cones of G′-graded T at (a,X), a morphism of graded central cones φ :
(Z ′, ι′) → (Z, ι) is a morphism s.t. φ : Z ′ → Z, s.t. ι ◦ φ = ι′. Thus, graded central cones of T at (a,X) form a category.
A terminal graded central cone of G′-graded T at (a,X) is a central cone (Z, ι) for T at X , s.t. for any graded central cone
(Z ′, ι′) of T at (a,X), there exists a unique morphism of graded central cones φ : (Z ′, ι′) → (Z, ι). In other words, it is the
terminal object in the category of graded central cones of T at (a,X).

In particular, Definition 20 gives a terminal graded central cone for the special case of graded monads on Set.
The central cone

Proposition 22 (Uniqueness). If a terminal graded central cone for G′-graded T at (a,X) exists, then it is unique up to a
unique isomorphism of graded central cones. Also, one can easily prove that if (Z, ι) is a terminal graded central cone, then
ι is a monomorphism.

Proof. Similar to normal version, omitted.

Definition 23 (Centralisable Graded Monad). We say that the G′-graded monad T over C is centralisable if, for any object
X in C, for any element a in Z(G′) (which is G), a terminal graded central cone of T at (a,X) exists. In this situation, we

write (
a

ZX,
a
ιX) for the terminal graded central cone of T at (a,X).

For a centralisable G′-graded monad T , the next theorem shows that its terminal graded central cones induce a commutative
Z(G′)(which is G)-graded submonad Z of T . Which we now call the centre of the graded monad. And its proof reveals
constructively how the graded strong monad structure arises from them.

3Note that we write b′ here for element in G′, elements with ′ indicate they are from original monoid, and those without are from its centre, different color
to each letter is just for convenience.
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Theorem 24 (Centre). If the G′-graded monad T is centralisable, then the assignment Z(−) extends to a commutative G-
graded monad (Z, ηZ , µZ , τZ) on C, as the centre of T . Moreover, Z is a commutative G-graded submonad of T and the

family of morphisms
a
ιX :

a

ZX →
ϕa

T X , constitute of a monomorphism between strong graded monads Z ⇒ T indexed by
elements in G, in the sense of Definition 11.

Proof of Theorem 24. This proof has 3 parts.
First we prove that Z is a functor; then we give its graded monad structure and prove it, by showing all of its morphisms

exist and are unique, and also natural; last we show that it’s a strong and commutative graded monad.
First part:
The first part is following same proof strategy as that of Theorem 17 in [2], but on graded monads, which are lax monoidal

functors between gradation and endofunctor category of C.

Recall that
a

Z maps every object X to its terminal central cone at (a,X). Let f : X → Y be a morphism.
ϕa

T f ◦ a
ιX :

a

ZX →
ϕa

T Y is a central cone according to Lemma 32. Therefore, by proposition 22, we can define
a

Zf as the unique map such that
the following diagram commutes:

a

ZX
a

ZY

a

ZX
a

ZY

ιX ιY

a

Zf

a

Zf

It follows directly that
a

Z maps the identity to the identity, and that
a
ι is natural.

a

Z also preserves composition, which follows
by the commutative diagram below:

a

ZW

a

ZX

ϕa

T W

ϕa

T X

ιW

ιX

ϕa

T g
a

Zg

a

ZY

a

Zf

a

Z(f ◦ g)

ϕa

T Y

ιY

ϕa

T f

ϕa

T (f ◦ g)

This proves that
a

Z is a functor.
Second part.
Then we describe its graded monad structure and prove all its morphisms exist and are unique.
This part I give my own proof following same proof strategy I used in the proof of Theorem 24 but on graded monads.
Definition of the monadic unit ηZX :

X

i′

T X

i

ZX

ηX
ιX

ηZX

ϕi

T X

By Definition 21, the universal property of terminal graded central cone indicates that, for any graded central cone at (a,X),

there exists a unique morphism of graded central cones to
a

Z , hence we need to prove that all other arrows in this definition
form graded central cones.

What’s left is that ηZX forms a central cone, it is proved by the following diagram:
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ηX is central by the following commutative diagram:

X ⊗
a′

T Y
i′

T X ⊗
a′

T Y
i′

T (X ⊗
a′

T Y )

i′

T ·
a′

T (X ⊗ Y )

i′⊛a

T (X ⊗ Y )

i′

T X ⊗
a′

T Y

a′

T (
i′

T X ⊗ Y )
a′

T ·
i′

T (X ⊗ Y )

ηX ⊗
a′

T Y
τ ′

X,
a′
T Y

i

T τX,Y

µi′,a′

X⊗Y

ηX ⊗
a′

T Y

τi′
T X,Y

a′

T τ ′X,Y
µa′,i′

X⊗Y

a′

T (X ⊗ Y )

η
X⊗

a′
T YτX,Y

a′

T (ηX ⊗ Y )

a′

T ηX

ηa′
T (X⊗Y )

(1)

(2)

(3)

(4)(5)

(6)

ϕi

T X ⊗
a′

T Y
ϕi

T (X ⊗
a′

T Y )

ϕi

T ·
a′

T (X ⊗ Y )

ϕi⊛a′

T (X ⊗ Y )

a′⊛ϕi

T (X ⊗ Y )

ϕi

T X ⊗
a′

T Y

a′

T (
ϕi

T X ⊗ Y )
a′

T ·
ϕi

T (X ⊗ Y )

a⊛i′

T (X ⊗ Y )

τ ′

X,
a′
T Y

ϕi

T τX,Y

µϕi,a′

X⊗Y

µa′,ϕi
X⊗Y

τϕi

T X,Y

a′

T τ ′X,Y

(1) η property of graded co-strength; (2) η and τ are natural; (3),(4) definition of graded monad; (5) T is a functor with η
property of graded co-strength; (6) τ is natural and rest are equalities.

Next, definition of multiplication µZ
X :

a

Z ·
b

ZX

ϕa

T ·
b

ZX
ϕa

T ·
ϕb

T X
ϕ(a∗b)
T X

a∗b
Z X

µZ
X

ϕa

T ιX
µT
X

ι b
ZX

ιX

ϕa⊛ϕb

T X

By Definition 21, the universal property of terminal graded central cone indicates that, for any graded central cone at (a,X),

there exists a unique morphism of graded central cones to
a

Z , hence we need to prove that all other arrows in this definition
form graded central cones.

What’s left is that µT
X ◦

ϕa

T ιX ◦ ι b
ZX

forms a central cone, it is proved by the following diagram:



16

a

Z ·
b

ZX ⊗
c′

T Y
ϕa⊛ϕb

T X ⊗
c′

T Y
ϕa⊛ϕb

T (X ⊗
c′

T Y )

ϕa⊛ϕb

T ·
c′

T (X ⊗ Y )

(ϕa⊛ϕb)⊛c′

T (X ⊗ Y )
ϕa⊛ϕb

T X ⊗
c′

T Y

c′

T (
ϕa⊛ϕb

T X ⊗ Y )
c′

T ·
ϕa⊛ϕb

T (X ⊗ Y )

ι b
ZX

⊗
c′

T Y
τ ′

X,
c′
T Y

ϕa⊛ϕb

T τX,Y

µX⊗Y

ι b
ZX

⊗
c′

T Y

τϕa⊛ϕb

T X,Y

c′

T τ ′X,Y
µX⊗Y

ϕa

T ·
b

ZX ⊗
c′

T Y
ϕa

T ·
ϕb

T X ⊗
c′

T Y

ϕa

T ·
b

ZX ⊗
c′

T Y

ϕa

T ·
ϕb

T X ⊗
c′

T Y

c′

T (
ϕa

T ·
b

ZX ⊗ Y )
c′

T ·
ϕa

T (
b

ZX ⊗ Y )

ϕa⊛c′

T (
b

ZX ⊗ Y )

ϕa

T (
b

ZX ⊗
c′

T Y )

ϕa

T ·
c′

T (
b

ZX ⊗ Y )

c′

T (
ϕa

T ·
ϕb

T X ⊗ Y )
c′

T ·
ϕa

T (
ϕb

T X ⊗ Y )

c′

T ·
ϕa

T ·
ϕb

T (X ⊗ Y )

ϕa

T (
ϕb

T X ⊗
c′

T Y )
ϕa

T ·
ϕb

T (X ⊗
c′

T Y )

ϕa

T (
ϕb

T X ⊗
c′

T Y )

ϕa⊛c′

T (
ϕb

T X ⊗ Y )

ϕa⊛c′

T ·
ϕb

T (X ⊗ Y )

ϕa

T ·
c′

T (
ϕb

T X ⊗ Y )

ϕa

T ·
c′

T ·
ϕb

T (X ⊗ Y )

ϕa

T ·
ϕb⊛c′

T (X ⊗ Y )

ϕa

T ·
ϕb

T ·
c′

T (X ⊗ Y )

(1)

(2) (3)

(6)
(5)

(7)

(11)

(12)

(13)

(4)

(16)

(17)

(10)(9)(8)

(14)

(15)

ϕa

T ιX ⊗
c′

T Y µX ⊗
c′

T Y

τ ′
b
ZX⊗

c′
T Y

ϕa

T τ b
ZX,Y

µ b
ZX⊗Y

ϕa

T ·
c′

T (ιX ⊗ Y )

ϕa

T (ιX ⊗
c′

T Y )

ϕa

T (ιX ⊗
c′

T Y )

τ ′
ϕb

T X,
c′
T Y

µ
X⊗

c′
T Y

ϕa

T ·
ϕb

T τX,Y

ϕa

T µX⊗Y

µc′
T (X⊗Y )

µX⊗Y

µX⊗Y

µϕb

T (X⊗Y )

ϕa

T ·
c′

T τ ′X,Y

µϕb

T X⊗Y

c′⊛ϕa

T τ ′X,Y

µϕb

T X⊗Y

µ b
ZX⊗Y

c′

T τ ′b
ZX,Y

τϕa

T ·
b
ZX,Y

c′

T (
ϕa

T ιX ⊗ Y )
c′

T ·
ϕa

T (ιX ⊗ Y )

c′

T τ ′ϕb

T X,Y

τϕa

T ·
ϕb

T X,Y

µϕb

T (X⊗Y )

c′

T µX⊗Y

c′

T ·
ϕa

T τ ′X,Y

µX ⊗
c′

T Y

ϕa

T ιX ⊗
c′

T Y

c′

T (µX ⊗ Y )

ϕa

T µX⊗Y

ϕa

T τϕb

T X,Y

ϕa

T τ ′

X,
c′
T Y

c′⊛ϕa

T (ιX ⊗ Y )

ϕ(a∗b)
T (X ⊗

c′

T Y )
ϕ(a∗b)
T X ⊗

c′

T Y

ϕ(a∗b)
T ·

c′

T (X ⊗ Y )

ϕ(a∗b)⊛c′

T (X ⊗ Y )

c′

T (
ϕ(a∗b)
T X ⊗ Y )

c′

T ·
ϕ(a∗b)
T (X ⊗ Y )

ϕ(a∗b)
T X ⊗

c′

T Y

c′⊛ϕa

T (
ϕb

T X ⊗ Y )

c′⊛ϕa

T ·
ϕb

T (X ⊗ Y )

c′⊛(ϕa⊛ϕb)

T (X ⊗ Y )

ϕa⊛(c′⊛ϕb)

T (X ⊗ Y )

c′⊛ϕa

T (
b

ZX ⊗ Y )
ϕa

T ·
c′⊛ϕb

T (X ⊗ Y )

c′⊛ϕ(a∗b)
T (X ⊗ Y )

ϕa⊛c′

T (ιX ⊗ Y )

µX⊗Y

µX⊗Y

ϕa⊛c′

T τ ′X,Y

τ ′

X,
c′
T Y

ϕ(a∗b)
T τX,Y

µX⊗Y

µX⊗Y

c′

T τ ′X,Y

τϕ(a∗b)
T X,Y

(1) ιZX is central; (2) τ ′ and ιX are natural; (3) proposition 9, µ property of graded co-strength (take normal monad as special
case of graded monad); (4) µ and τ are natural; (5) T is a functor and τ , ιX are natural; (6) T is a functor and ιX is central;
(7) µ and ιX are natural; (8) τ and ιX are natural; (9) T is a functor and τ ′, ιX are natural; (10) µ and ιX are natural; (11)
µ and τ ′ are natural; (12),(13) and (17) definition of monad; (14) µ and τ are natural; (15) T is a functor and proposition 9,
µ property of graded co-strength; (16) µ and τ ′ are natural and rest are equalities.

Last, definition of the strength τZW,X :

W ⊗
a

ZX
a

Z(W ⊗X)

W ⊗
ϕa

T X
ϕa

T (W ⊗X)

W ⊗ ιX ιW⊗X

τZW,X

τW,X

By Definition 21, the universal property of terminal graded central cone indicates that, for any graded central cone at (a,X),

there exists a unique morphism of graded central cones to
a

Z , hence we need to prove that all other arrows in this definition
form graded central cones.
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What’s left is that τW,X ◦ (W ⊗ ιX) forms a central cone, it is proved by the following diagram:

W ⊗ (
a

ZX ⊗
b′

T Y ) W ⊗ (
ϕa

T X ⊗
b′

T Y ) W ⊗
ϕa

T (X ⊗
b′

T Y )

W ⊗
ϕa

T ·
b′

T (X ⊗ Y )

W ⊗
ϕa⊛b′

T (X ⊗ Y )

W ⊗ (
ϕa

T X ⊗
b′

T Y )

W ⊗
b′

T (
ϕa

T X ⊗ Y ) W ⊗
b′

T ·
ϕa

T (X ⊗ Y )

W ⊗ (ιX ⊗
b′

T Y )
W ⊗ τ ′

X,
b′
T Y

W ⊗
ϕa

T τX,Y

W ⊗ µX⊗Y

W ⊗ (ιX ⊗
b′

T Y )

W ⊗ τϕa

T X,Y

W ⊗
ϕa

T τ ′X,Y

W ⊗ µX⊗Y

ϕa

T (W ⊗ (X ⊗
b′

T Y ))

ϕa

T ·
b′

T (W ⊗ (X ⊗ Y ))

ϕa

T (W ⊗
b′

T (X ⊗ Y ))

b′

T (W ⊗ (
ϕa

T X ⊗ Y ))
b′

T (W ⊗
ϕa

T (X ⊗ Y ))

(W ⊗
ϕa

T X)⊗
b′

T Y(W ⊗
a

ZX)⊗
b′

T Y

(W ⊗
ϕa

T X)⊗
b′

T Y

ϕa

T (W ⊗X)⊗
b′

T Y
ϕa

T ((W ⊗X)⊗
b′

T Y )

ϕa

T (W ⊗X)⊗
b′

T Y

b′

T (
ϕa

T (W ⊗X)⊗ Y )

b′

T ((W ⊗
ϕa

T X)⊗ Y )

b′

T ·
ϕa

T (W ⊗ (X ⊗ Y ))

ϕa⊛b′

T (W ⊗ (X ⊗ Y ))

b′

T ·
ϕa

T ((W ⊗X)⊗ Y )

ϕa⊛b′

T ((W ⊗ X)⊗ Y )

ϕa

T ·
b′

T ((W ⊗X)⊗ Y )

(W ⊗ ιX)⊗
b′

T Y τW,X ⊗
b′

T Y
τ ′

W⊗X,
b′
T Y

ϕa

T τW⊗X,Y

µ(W⊗X)⊗Y

(W ⊗ ιX)⊗
b′

T Y

τW,X ⊗
b′

T Y

τϕa

T (W⊗X),Y

b′

T τ ′W⊗X,Y

α
W,

a
ZX,

b′
T Y

α
W,

ϕa

T X,
b′
T Y

τ
W⊗

ϕa

T X,Y

b′

T (τW,X ⊗ Y )

b

T α
W,

ϕa

T X,Y

b′

T (W ⊗ τ ′X,Y )

τ
W,

ϕa

T X⊗Y
τ
W,

ϕa

T (X⊗Y )

b′

T τW,X⊗Y

b′

T ·
ϕa

T α−1
W,X,Y

τW,X⊗Y

τ
W,X⊗

b′
T Y

τ
W,

ϕa

T (X⊗Y )

µW⊗(X⊗Y )

µW⊗(X⊗Y )

µ(W⊗X)⊗Y

ϕa⊛b′

T α−1
W,X,Y

ϕa

T ·
b′

T α−1
W,X,Y

ϕa

T α−1

W,X,
b′
T Y

ϕa

T (W ⊗ τX,Y )

ϕa

T τW,X⊗Y

α
W,

ϕa

T X,
b′
T Y

(1) (2)

(3)

(4)

(5)

(11)

(6)

(12)

(10)

(14)

(9)

(13)

(7)

(8) W ⊗
b′⊛ϕa

T (X ⊗ Y )

b′⊛ϕa

T (W ⊗ (X ⊗ Y ))

b′⊛ϕa

T ((W ⊗ X)⊗ Y )

τW,X⊗Y

b′⊛ϕa

T α−1
W,X,Y

(1), (3) α, ιX are natural; (2) lemma 34; (4) ιX is central; (5), (7) τ is natural; (6) T is a functor, α ◦ α−1 = id, definition
on graded strength; (8), (10), (11) definition of strength; (9) τ , τ ′ are natural; (12), (14) µ and α−1 are natural; (13) T is a
functor, lemma 34; and rest are equalities.

The rest of the proof is following the same strategy as that of Theorem 17 in [2].
The last three definitions are exactly those of a morphism of strong graded monads (see Definition 11).

Using the fact that ι is monic (see Lemma 33), the following commutative diagram shows that ηZ is natural:

X
i

ZX

Y
ϕi

T Y

i

ZY

i

ZY

i

T X
ϕi

T X

η
i
Z
X

f

i

Zf

ϕi

T f

ηy

η
i
Z
Y

ιY

ιY

ηX ιX
(1)

(2)
(3)

(4)

i

T Y

i

T f (5)

(1), (4) definition of ηZ ; (2) ι is natural; (3) η is natural; and (5) equality. Thus, we have proven that for any f : X → Y ,
ιY ◦ Zf ◦ ηZX = ιY ◦ ηZY ◦ f . Besides, ι is monic, thus Zf ◦ ηZX = ηZY ◦ f which proves that ηZ is natural. We will prove all
the remaining diagrams with the same reasoning.
The following commutative diagram shows that µZ is natural.

a

Z ·
b

ZX
a∗b
Z X

a

Z ·
b

ZY
ϕ(a∗b)
T Y

a∗b
Z Y

a∗b
Z Y

ϕa

T ·
ϕb

T X
ϕ(a∗b)
T X

ϕa

T ·
ϕb

T Y

a

Z ·
b

Zf

a∗b
Z f

ιY

ιY

µZ,a,b
X

ιιX

ιιY

ϕ(a∗b)
T f

µT ,ϕa,ϕb
X

ϕa

T ·
ϕb

T f

µT ,ϕa,ϕb
Y

µZ,a,b
Y

(1)

(2)

(3)

(4)

(5)

ϕa⊛ϕb

T Y

ϕa⊛ϕb

T X

ϕa⊛ϕb

T f

ιX

(6)

(1) (5) definition of µZ ; (2) (4) ι is natural; (3) µ is natural and (6) equality.

The commutative diagrams showing that τZ is natural are just as those on normal monad by replacing Z as
a

Z , T as
ϕa

T and
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ι as family of morphisms
a
ι :

a

Z →
ϕa

T indexed by elements in G.
The following commutative diagrams prove that Z is a graded monad (

a

Z · I is omitted because it is very similar to I ·
a

Z).

a

Z · (
b

Z ·
c

Z)
a∗b
Z ·

c

Z

a

Z ·
b∗c
Z

ϕ((a∗b)∗c)
T

(a∗b)∗c
Z

(a∗b)∗c
Z

µZ

µZ

ι

ι

a

Z · µZ

I ·
a

Z
i

Z ·
a

Z

a

Z
ϕ(i∗a)
T

i∗a
Z

i∗a
Z

ηZ ·
a

Z

µZ

ι

ι

(1)

(2)

(3)

(4) (5)
ϕi

T ·
ϕa

T XI ·
ϕa

T

ϕa

T
ϕi⊛ϕa

T

ϕi

T ·
a

Z

ι

I · ι

η ·
a

Z

η ·
ϕa

T
µ

ϕi

T · ι

ι ·
a

Z(1)

(2)

(3) (4) (5)

(6)

(
a

Z ·
b

Z) ·
c

Z

a∗(b∗c)
Z

ϕa

T · (
ϕb

T ·
ϕc

T ) (
ϕa

T ·
ϕb

T ) ·
ϕc

T
ϕa⊛ϕb

T ·
ϕc

T

ϕa

T ·
ϕb⊛ϕc

T
ϕa⊛(ϕb⊛ϕc)

T
ϕ(a∗b)⊛ϕc

T

(
ϕa

T ·
ϕb

T ) ·
c

Zϕa

T · (
b

Z ·
c

Z)

ϕa

T ·
b∗c
Z

ϕa⊛ϕb

T ·
c

Z

(6) (7)

(8)

(ι · ι) ·
c

Z ι ·
c

Z

ϕa⊛ϕb

T · ι

µ ·
c

Z

µZ ·
c

Z

ι · (
b

Z ·
c

Z)

ϕa

T · (ι · ι)

ϕa

T · µZ

ϕa

T · µ

µ ·
ϕc

T
µ

µ

ϕa

T · ι

ι ·
b∗c
Z

(
ϕa

T ·
ϕb

T ) · ι

Left : (1) definition of µZ and Z is natural; (2) ι is natural, (3) (6) equality; (4) definition of η and (5) definition of µZ .
Right : (1) equality; (2) definition of µZ , Z is a functor; (3) µ and ι are functors; (4) µZ and ι are functors; (5) (7) (8)
definition of µZ , T is a functor and (6) definition of graded monad.

Last Part:
Z is proven strong with very similar diagrams.

The following commutative diagram proves that Z is a commutative graded monad:

a

ZX ⊗
b

ZY
a

Z ·
b

Z(X ⊗ Y )

b

Z ·
a

Z(X ⊗ Y )
ϕ(b∗a)
T (X ⊗ Y )

b

Z(
a

ZX ⊗ Y )

a∗b
Z (X ⊗ Y )

b∗a
Z (X ⊗ Y )

a

Z(X ⊗
b

ZY )

τ ′Z
X,

b
ZY

a

ZτZX,Y

µZ
X⊗Y

µZ
X⊗Y

b

Zτ ′ZX,Y

τZa
ZX,Y

b

Z ·
ϕa

T (X ⊗ Y )
ϕb

T ·
ϕa

T (X ⊗ Y )

a

Z
ϕb

T (X ⊗ Y )

ϕa

T ·
ϕb

T (X ⊗ Y )

b

Z(
ϕa

T X ⊗ Y )

a

Z(X ⊗
ϕb

T Y )

ϕb

T (
ϕa

T X ⊗ Y )

ϕa

T (X ⊗
ϕb

T Y )

ϕa

T X ⊗
ϕb

T Y
ϕa

T X ⊗
b

ZY

a

ZX ⊗
ϕb

T Y

ι

ι

ι

ι

ι

ι

ι

τ ′Z

X,
ϕb

T Y

τZϕa

T X,Y

ι

b

Zτ ′X,Y

ι

τϕa

T X,Y

τ ′

X,
ϕb

T Y

ϕa

T τ ′X,Y

ϕa

T τX,Y

ι

µX⊗Y

µX⊗Y

ιι

a

ZτX,Y

ιX⊗Y

ιX⊗Y

(1) (2)

(3)

(4)
(5)

(6)
(7)

(8)

(9)

(10)
(11)

(12)

ϕa

T X ⊗
ϕb

T Y

ι

ϕa⊛ϕb

T (X ⊗ Y )

ϕb⊛ϕa

T (X ⊗ Y )

ϕ(a∗b)
T (X ⊗ Y )

(1)

(1) τ ′Z is natural; (2) definition of τZ ; (3) τZ is natural; (4) C is monoidal; (5) definition of τ ′Z ; (6) ι is natural; (7) definition
of µZ ; (8) definition of τZ ; (9) ι is central; (10) definition of τ ′Z ; (11) ι is natural and (12) definition of µZ .

This theorem shows that centralisable graded monads always induce a canonical commutative graded submonad.

VII. EXAMPLES OF CENTRES OF STRONG GRADED MONADS

In Set, the terminal central graded cones are defined by taking appropriate subsets. Meanwhile, centre of a monoid always
exits, we can conclude that every (strong) graded monad on Set is centralisable. In fact, it also holds for many other naturally
occurring categories which the objects of the category have a suitable notion of subobject (e.g., subsets in Set, subspaces in
Vect).
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A. Centralisable Graded Monads

First we give an example of centralisable graded monads in Set.

Example 25. Multi-error graded writer monad is a writer monad which stops the computation whenever it meets the first error.
The (normal) writer monad is induced by a monoid (M, e,m), is T = (−×M) : Set → Set. The centre Z of T is given

by the commutative monad (− × Z(M)) : Set → Set, where Z(M) is the centre of the monoid M and where the monad
data is given by the (co)restrictions of the monad data of T . T is commutative iff M is commutative.

It is now graded by a monoid (E, t, ∗) of possible outcomes, t indicates the result is not an error, ea, eb are arbitrary elements
in the set of errors except for the first one, e1 being the first error.

The ∗ composition is defined as:

∗ t e1 ea eb

t t e1 ea eb

e1 e1 e1 e1 e1

ea ea e1 ea eb

eb eb e1 ea eb

It is not a commutative monoid because we have the rules ea ∗ eb = eb and eb ∗ ea = ea, means that the computation stops at
the earlier error it meets.

The centre of this monoid is ({t, e1}, t, ∗), and the centre of this graded writer monad is the commutative monad (− ×
Z(M)) : Set → Set graded only by those two elements, it is a commutative ({t, e1}, t, ∗)-graded submonad.

For examples which the subobject can be easily defined:

Example 26. Every strong monoid graded monad on the category Top (whose objects are topological spaces and the morphisms
are continuous maps between them) is centralisable.

We can write
a

T : Top → Top for an arbitrary strong G monoid graded monad on Top, the terminal graded central cone
of T at (a,X), which a ∈ Z(G), is given by the space

a

ZX ⊆
a

T X indexed by elements of Z(G), is the set
a

ZX
def
=

{
t ∈

a

T X | ∀b ∈ G,∀Y ∈ Ob(Top).∀s ∈
a

T Y. µ(
a

T τ ′(τ(t, s))) = µ(
b

T τ(τ ′(t, s)))

}
and whose topology is the subspace topology inherited from

a

T X at (a,X).

Example 27. Every strong monoid G-graded monad on the category Vect is centralisable. One simply defines the Z(G)
indexed subset ZX and construct a graded central cone similarly.

Due to the limited space, we will refrain from providing an exhaustive list of every centralisable example. However, it is
worth noting that nearly all encountered cases thus far have proven to be centralisable. Nonetheless, it is important to emphasize
that not every graded strong monad possesses the property of being centralisable.

B. A Non-centralisable Monad

A monad might not be centralisable because in some cases the notion of subobject can be tricky – not every subset of a
given set is an object of the category. An example of non-centralisable monad found in [2]: consider the writer monad induced
by Dihedral group D4, it is actually the only case we know so far.

VIII. CENTRAL GRADED SUBMONADS

Now we introduce the central graded submonads of a strong graded monad. Central graded submonads are more general
compared to the centre. In fact, the centre of a strong graded monad, whenever it exists, is the largest central graded submonad.

Theorem 28 (Centrality). Let monoid G : (G, i, ∗) be the centre of monoid G′ : (G′, i′,⊛). Let C be a symmetric monoidal
category and T a strong G′-graded monad on it. Let S be a strong G-graded submonad of T with a morphism ι : S ⇒ T ,
the strong submonad monomorphism. The following are equivalent:

1) For any object a in G, any object X of C, (
a

SX,
a
ιX) is a graded central cone for T at (a,X);

2) S is a commutative graded submonad of the centre of T .

Proof. (1 ⇒ 2) : Each ιSX : SX ⇒ T X factorizes through the terminal central cone ιZX . A strong graded monad morphism
S ⇒ Z arises from those factorizations.
(2 ⇒ 1) : Let us write Z the centre of T , ιS : S ⇒ Z and ιZ : Z ⇒ T the submonad morphisms. The components of ιZ

are terminal central cones, hence exist and are unique, so ιZ ◦ ιS also exists and is unique by Lemma 31. Thus, the components
of the submonad morphism from S to T exist and are unique.
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Definition 29 (Central Graded Submonad). Given a strong graded submonad S of T , we say that S is a central graded
submonad of T if it satisfies any one of the above equivalent criteria from Theorem 28.

Just like the centre of a strong graded monad, any central graded submonad also is commutative and the above theorem
shows that central graded submonads have a similar structure to the centre of a strong graded monad. The final statement
shows that we may see the centre (whenever it exists) as the largest central graded submonad of T . The centre of a strong
graded monad often does exist, so the last criterion also provides a simple way to determine whether a graded submonad is
central or not.

IX. CONCLUSION AND FUTURE WORK

In this work, we successfully constructed the centre of graded monads, and central graded submonads, which are graded
by monoids over symmetric monoidal categories. From the standpoint of category theory, our work illustrates that the concept
of a centre can be established on a lax monoidal functor between different monoidal structures. Moreover, in a computational
context, we extend the centre construction to monads wherein effects are explicitly indexed by monoids.

Moving forward, a pressing next step is to extend these results on pomonoid-graded monads, then we can give computational
meaning base on the pomonoid structure. Another urgent next step, as the reader might notice, involves addressing the gaps
in definitions during the construction of the centre, effectively connecting our constructions with existing works. For instance,
we should investigate whether the

a

Z in Definition 23 actually a G-grading object defined in [8]?
As elucidated in Definition 11, we can have a morphism between strong graded monads if there’s a homomorphism between

distinct monoids for gradations. As indicated in Remark 19, this study selects the gradation monoid to be the subset of original
monoid. Hence, in order to fully harness the potential of Definition 11, we can explore scenarios on different choices of
gradations, s.t. there exist possibilities of building such a homomorphism between them. Such as different category-graded
monads, etc.

Further exploration could involve seeking a more generalized approach for constructing commutative structures and centres.
The gradation of a commutative graded monad, is not necessarily commutative if we only want the diagram in Definition
10 to commute. Consider such a counter example: a monad graded by a string concatenation monoid (S,++, “”), which is
a well-known non-commutative monoid. If we define the graded monad to always return same object as it takes, then it’s
commutative with whatever gradings. Hence, one compelling challenge for future work could be to determine an “if and only
if” condition for the commutativity of graded monads.

The generality also extends to the choice of the base category and gradations. For instance, the monads graded by pomonoids
over skew monoidal categories as introduced in [8], or even biased monoidal categories. A hard question for future work would
be: is there a minimum monoidal requirement for gradations and the base categories, s.t. we can construct the centre ?

In the application perspective, Central Submonad Calculus is introduced in [2], offering a computational interpretation around
the notion center of monads. It would be intriguing to further develop this line of thought, extending it to build computational
meaning pertaining to explicitly tracked effects and coeffects, following the principles outlined in [1].
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a

T →
a′
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a≤a

T = I a
T

a′≤a′′

T ◦
a≤a′

T =
a≤a′≤a′′

T

a

T ·
b

T
a∗b
T

a′

T ·
b′

T
a′∗b′
T

µa,b

a∗b≤a′∗b′

T
a≤a′

T ·
b≤b′

T

µa′,b′

Now it is a lax functor from a thin monoidal category.
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B. Lemmas for proof of Theorem 17 and 24

Lemma 31. If (X, f : X →
ϕa

T Y ) is a graded central cone of T at (a, Y ). Then for any g : Z → X in C, it follows that
(Z, f ◦ g) is a graded central cone of T at (a, Y ). (Remark: If we take G′ as a terminal monoidal category, we have a normal
monad.)

Proof. This is obtained by precomposing the definition of graded central cone by g ⊗ id. For all b′ ∈ G′ and X ′ in C,

X ⊗
b′

T X ′
ϕa

T Y ⊗
b′

T X ′
ϕa

T (Y ⊗
b′

T X ′)

ϕa

T ·
b′

T (Y ⊗X ′)

b′⊛ϕa

T (Y ⊗X ′)

ϕa

T Y ⊗
b′

T X ′

b′

T (
ϕa

T Y ⊗X ′)
b′

T ·
ϕa

T (Y ⊗X ′)

f ⊗
b′

T X ′
τ ′

Y,
b′
T X′

ϕa

T τY,X′

µϕa,b′

Y⊗X′

f ⊗
b′

T X ′

τϕa

T Y,X′

b′

T τ ′Y,X′ µb′,ϕa
Y⊗X′

a

Z ⊗
b′

T X ′
g ⊗

b′

T X ′

ϕa⊛b′

T (Y ⊗X ′)

commutes directly from the definition of graded central cone for f .

Lemma 32. If (X, f : X →
ϕa

T Y ) is a graded central cone of T at (a, Y ). Then for any g : Y → Z in C at a, it follows

that (X,
ϕa

T g ◦ f) is a graded central cone of T at Z at a. (Remark: If we take G′ as a terminal monoidal category, we have
a normal monad.)

Proof. The naturality of τ and µ allow us to push the application of g to the last postcomposition, in order to use the central
property of f . In more details, for all b′ ∈ G′ and X ′ in C, the following diagram:

X ⊗
b′

T X ′
ϕa

T Y ⊗
b′

T X ′
ϕa

T Z ⊗
b′

T X ′

ϕa

T ·
b′

T (Z ⊗X ′)

ϕa⊛b′

T (Z ⊗X ′)
ϕa

T Z ⊗
b′

T X ′
b′

T (ϕ
a

T Z ⊗X ′)
b′

T · ϕ
a

T (Z ⊗X ′)

f ⊗
b′

T X ′

τ ′

Z,
b′
T X′

ϕa

T τZ,X′

µϕa,b′

Z⊗X′

f ⊗
b

T X ′

τϕa

T Z,X′
b′

T τ ′Z,X′ µb′,ϕa
Z⊗X′

ϕa

T (Z ⊗
b′

T X ′)

ϕa

T Y ⊗
b′

T X ′

ϕa

T g ⊗
b′

T X ′

ϕa

T g ⊗
b′

T X ′

ϕa

T (Y ⊗
b′

T X ′)

ϕa

T ·
b′

T (Y ⊗X ′)

ϕa⊛b′

T (Y ⊗X ′)

τ ′

Y,
b′
T X′

ϕa

T τY,X′

µϕa,b′

Y⊗X′

ϕa

T (g ⊗
b′

T X ′)

a

T ·
b

T (g ⊗X ′)

ϕa⊛b′

T (g ⊗X ′)

b

T (
a

T Y ⊗X ′)
b′

T ·
ϕa

T (Y ⊗X ′)

τϕa

T Y,X′
b′

T τ ′Y,X′ µb′,ϕa
Y⊗X′

b′

T (
ϕa

T g ⊗X ′)
b′

T ·
ϕa

T (g ⊗X ′)

(1)

(2)

(3)

(4)

(5) (6) (7)

b′⊛ϕa

T (Y ⊗X ′)

b′⊛ϕa

T (Z ⊗X ′)

b′∗ϕa
T (g ⊗X ′) (8)

commutes, because: (1) f is a graded central cone, (2) τ ′ is natural, (3) τ is natural, (4) µ is natural (5) τ is natural, (6) τ ′ is
natural, (7) µ is natural, (8) T is a functor.

Lemma 33. If (Z, ι) is a terminal (graded) central cone of T at X , then ι is a monomorphism.

Proof. Let us consider f, g : Y → Z such that ι◦f = ι◦g; this family of morphism is a graded central cone at X (Lemma 31),
and since (Z, ι) is a terminal graded central cone, it factors uniquely through ι. Thus f = g and therefore ι is monic.

Lemma 34. For A := (W ⊗ T X)⊗ Y

τ ′W⊗X,Y ◦ τW,X ⊗ Y ◦A = T α−1
W,X,Y ◦ τW,X⊗Y ◦W ⊗ τ ′X,Y ◦ αW,T X,Y ◦A

Proof. Left = T (W ⊗X)⊗ Y = Right.
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C. Parts of proof of Theorem 17

1) Part I of proof of Theorem 17:

Proof. First part:
Recall that Z maps every object X to its terminal central cone at X . Let f : X → Y be a morphism. T f ◦ ιX : ZX → T Y

is a central cone according to Lemma 32. Therefore, by proposition 15, we can define Zf as the unique map such that the
following diagram commutes:

ZX ZY

T X T Y

ιX ιY

T f

Zf

It follows directly that Z maps the identity to the identity, and that ι is natural. Z also preserves composition, which follows
by the commutative diagram below:

ZW

ZX

T W

T X

ιW

ιX
T gZg

ZY

Zf

Z(f ◦ g)

T Y

ιY
T f

T (f ◦ g)

This proves that Z is a functor.

2) Rest of proof of Theorem 17:

Proof. Rest parts of Part two : Next we proof that they are natural:
Using the fact that ι is monic (see Lemma 33) we show that the following commutative diagram shows that ηZ is natural.

X ZX

Y T Y

ZY

ZY

T X

ηZX

f

Zf

T f

ηy

ηZY ιY

ιY

ηX ιX

(1)

(2)
(3)

(4)

(1) definition of ηZ , (2) ι is natural, (3) η is natural and (4) definition of ηZ . Thus, we have proven that for any f : X → Y ,
ιY ◦ Zf ◦ ηZX = ιY ◦ ηZY ◦ f . Besides, ι is monic, thus Zf ◦ ηZX = ηZY ◦ f which proves that ηZ is natural. We will prove all
the remaining diagrams with the same reasoning.
The following commutative diagram shows that µZ is natural.

Z2X ZX

Z2Y T YZY

ZY

T 2X T X

T 2Y

Z2f

Zf

ιY

ιY

µZ
X

ιι

ιι

T f

µX

T 2f

µY

µZ
Y

(1)

(2) (3)
(4)

(5)

ι
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(1) definition of µZ , (2) ι is natural, (3) µ is natural, (4) ι is natural and (5) definition of µZ .
The following commutative diagrams shows that τZ is natural.

A⊗ZC Z(A⊗ C)

B ⊗ZC T (B ⊗ C)Z(B ⊗ C)

Z(B ⊗ C)

B ⊗ T C

A⊗ T C T (A⊗ C)

τZA,C

τA,C

τZB,C
ιB⊗C

ιB⊗C

τB,C

f ⊗ZC

A⊗ ι

B ⊗ ι

Z(f ⊗ C)

T (f ⊗ C)

f ⊗ T C

ι
(1)

(2) (3) (4)

(5)

(1) definition of τZ , (2) ι is natural, (3) τ is natural, (4) ι is natural and (5) definition of τZ .

A⊗ZB Z(A⊗B)

A⊗ZC T (A⊗ C)Z(A⊗ C)

Z(A⊗ C)

A⊗ T C

A⊗ T B T (A⊗B)

τZA,B

τA,B

τZA,C
ιA⊗C

ιA⊗C

τA,C

A⊗Zf

A⊗ ι

A⊗ ι

Z(A⊗ f)

T (A⊗ f)

A⊗ T f

ι
(1)

(2) (3)
(4)

(5)

(1) definition of τZ , (2) ι is natural, (3) τ is natural, (4) ι is natural and (5) definition of τZ .
The following commutative diagrams prove that Z is a monad.

Z3X Z2X

Z2X T X

ZX

ZX

T 3X

T 2X

T 2X

µZ
ZX

µZ
X

µZ
X

ιX

ιX

ZµZ
X

T µX

µT X

µX

µX

ι3 ι2

ι2

ZX Z2X

Z2X T X

ZX

ZX

T X

T 2X

T 2X

ηZZX

µZ
X

µZ
X

ιX

ιX

ZηZX
T ηX

ηT X

µX

µX

ι ι2

ι2

(1)

(2) (3)
(4)

(5)

(6)

(7) (8)
(9)

(10)

(1) and (2) involve the definition of µZ and the naturality of ι and µZ , (3) is by definition of monad, (4) definition of µZ and
(5) also. (6) and (7) involve the definition of ηZ and the naturality of ι and ηZ , (8) is by definition of monad, (9) definition
of µZ and (10) also.

Last part:

Z is proven strong with very similar diagrams.



25

The following commutative diagram proves that Z is a commutative monad:

ZX ⊗ZY Z2(X ⊗ Y )

Z2(X ⊗ Y ) T (X ⊗ Y )

Z(ZX ⊗ Y )

Z(X ⊗ Y )

Z(X ⊗ Y )

Z(X ⊗ZY )
τ ′ZX,ZY ZτZX,Y

µZ
X⊗Y

µZ
X⊗Y

Zτ ′ZX,Y

τZZX,Y

ZT (X ⊗ Y ) T 2(X ⊗ Y )

ZT (X ⊗ Y )

T 2(X ⊗ Y )

Z(T X ⊗ Y )

Z(X ⊗ T Y )

T (T X ⊗ Y )

T (X ⊗ T Y )

T X ⊗ T Y

T X ⊗ZY

ZX ⊗ T Y

ι

ι

ι

ι

ι

ι

ι

τ ′ZX,T Y

τZT X,Y

ι

Zτ ′X,Y

ι

τT X,Y

τ ′X,T Y

T τ ′X,Y

T τX,Y

ι

µX⊗Y

µX⊗Y

ιι

ZτX,Y

ιX⊗Y

ιX⊗Y

(1) (2)

(3)

(4)
(5)

(6)

(7)

(8)

(9)

(10) (11)

(12)

T X ⊗ T Y

ι

(2)

(1) τ ′Z is natural, (2) definition of τZ , (3) τZ is natural, (4) C is monoidal, (5) definition of τ ′Z , (6) ι is natural, (7) definition
of µZ , (8) definition of τZ , (9) ι is central, (10) definition of τ ′Z , (11) ι is natural and (12) definition of µZ .

D. Kleisli structure and Premonoidal Structure of Strong Monads

Definition 35 (Kleisli category). Given a monad (T , η, µ) over a category C, the Kleisli category CT of T is the category
whose objects are the same as those of C, but whose morphisms are given by CT [X,Y ] = C[X, T Y ]. Composition in CT

is given by g ⊙ f
def
= µZ ◦ T g ◦ f where f : X → T Y and g : Y → T Z. The identity at X is given by the monadic unit

ηX : X → T X.

Definition 36 (Premonoidal Centre [3]). Given a strong monad (T , η, µ, τ) on a symmetric monoidal category (C, I,⊗), we
say that a morphism f : X → Y in CT is central if for any morphism f ′ : X ′ → Y ′ in CT , the diagram

X ⊗X ′

X ⊗ Y ′

Y ⊗X ′

Y ⊗ Y ′

f ⊗l X
′

X ⊗r f
′ Y ⊗r f

′

f ⊗l Y
′

commutes in CT . The premonoidal centre of CT is the subcategory Z(CT ) which has the same objects as those of CT and
whose morphisms are the central morphisms of CT .


	Introduction
	Related Work
	Background
	Monoids and Monads
	Monoidal Category, Strong and Commutative Monads

	New Definitions on Graded Monads
	Discussion on Definitions of Graded Monads
	New Definitions on Graded Monads
	Discussion on Morphisms between Graded Monads

	The Centre of a Strong Monad
	The Centre of A Strong Graded Monad
	Examples of Centres of Strong Graded Monads
	Centralisable Graded Monads
	A Non-centralisable Monad

	Central Graded Submonads
	Conclusion and Future Work
	References
	Appendix
	Alternative Definitions for Graded Monads
	Lemmas for proof of Theorem 17 and 24
	Parts of proof of Theorem 17
	Part I of proof of Theorem 17
	Rest of proof of Theorem 17

	Kleisli structure and Premonoidal Structure of Strong Monads


